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1 Extension to Deep Networks
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Let uα ∈ Rn, α ∈ [1 : m]

[ W︸︷︷︸
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uα]mα=1 ∼ N
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Condition on Fl = σ
(
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)
← σ-algebra.
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φ (hα
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• To characterize neural networks at initialization,

hl+1 Φl

N

we only need Φl.

• Φl+1 is a deterministic function of
[
hα
l+1

]m
α=1

, i.e.,

Φl+1
det.←− hl + 1|Fl ←− Φl

Φl+1 ←− Φl

Φl+1|Fl
d
= Φl+1|σ (Φl) (Weak Markov property)

Define the function fn : Φl 7→ Φl+1 (random map), and f = lim
n→∞

fn (deterministic).
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Adding 0...
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+
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φ
(
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− f (Φl)
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︸ ︷︷ ︸
zero mean iid

|Fl

= f (Φl)
αβ

+
1√
n︸︷︷︸

extra factor

1√
n

n∑
j=1

Zj︸ ︷︷ ︸
Θ(1), i.e., all moments are Θ(1)

, where ∀j ∈ [1 : n], Zj
iid∼ N (0, 1)

In context n→∞, qn ∈ Θ(p(n)) if ∃c, C > 0 such that cp(n) ≤ qn ≤ Cp(n).

This implies that

Φl+1 = f (Φl) + Θ

(
1√
n

)
︸ ︷︷ ︸

→0

Thus, in the limit, as n→∞, Φl is deterministic.

=⇒ Φl = f ◦ . . . ◦ f︸ ︷︷ ︸
l times

(Φ0)

Φ0 =
[

1
n0
⟨xα, xβ⟩

]m
α, β=1

Theorem (NNGP)

• Assume ϕ is “nice” (polynomial tail)
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• n→∞, Φl
P−→ f◦l (Φ0)

Sequential limits ̸= joint limits (joint is a stronger case than sequential).

(
1 +

1

n

)d

=


1, n→∞ first

∞, d→∞ first

e
d
n , d

n → const.

Order of limits matter.

2 Neural Tangent Kernel (NTK)

(If you come up with a name as good as this, you don’t have to do all the theory. The name will stick and
people will cite your work.)

∼ Fall 2018, ∼ five articles that studied wide neural network training.

• Three of the five articles: Du et al., Allen-Zhu et al., Zou et al. showed that neural network training
actually converges.

• Lee et al. (2018) (same group as the NNGP article) showed that the neural network training is linear.

• (Arthur) Jacot et al. (2018) coined the term NTK (wrote this as a PhD student).

Neural network: f (xα; θk), where k is the training time index.

Define the loss function:

L (θ) = 1

2m

m∑
α=1

(f (xα; θ)− yα)
2

θk+1 = θk − η∇L (θk) (η > 0)

Training:

f (xα; θk+1) = f (xα; θk) + ⟨∇θf (xα; θk) , θk+1 − θk⟩+O
(

1√
n

)
,

i.e., f is a linear function in terms of θ (not ideal).
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